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Abstract Reciprocal Schrödinger equation for scattering matrix ∂S(ω, r)/i∂ω =
τ̂ (ω, r)S(ω, r) determines temporal function, its real part presents the Wigner–Smith dura-
tion of delay and imaginary part describes the duration of resulted (dressed) state formation.
“Deduction” of this equation is executed by the Legendre transformation of classical action
function with subsequent transition to quantum description and, in the covariant form, by
a temporal variant of the Bogoliubov variational method. Temporal functions are expressed
via propagators of fields, they are formally equivalent to adding a photon line of zero energy-
momentum to the Feynman graphs. As an apparent example they can be clearly interpreted
in the oscillator model via polarization and conductivity of medium. It is shown that the adi-
abatic hypothesis in scattering theory represents an implicit account of temporal parameters.
By these functions are described some renormalization procedures, their physical sense is
refined, etc.

Keywords Temporal functions · Scattering · Dressing · Sense of renormalization

1 Introduction

Temporal characteristics of process of scattering should include, in principle, two types of
magnitudes: duration of a delay of colliding particles during their interaction and duration
of formation (dressing) of products of reaction. Their research has an uneasy history: in the
beginning of development of quantum theory McColl had shown that calculation of dura-
tion of tunnel transition conducts to negative value [1, 2]. Therefore during long time was
factually accepted that any estimations of temporal characteristics, besides the uncertainty
principles, are practically not necessary or impossible.

The situation should be principally changing when Frank introduced in the theory of
Ĉerenkov radiation a notion of path length (or duration), necessary for a gradual formation
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of real photon by “a superluminal in media” electron [3]. Without such concept was incom-
prehensible the discrete character of this emission, and Frank had been forced to estimate
the interference picture of continuously emitted (virtual) waves that can lead to the real
emission of single photons at resonance conditions.

However this theory had been remaining without further researches and developments
onto many years. The first, as far as I know, quantum investigation in this direction has been
made and published by Moshinsky [4–6]. He had calculated, through the non-stationary
Schrödinger equation, the time duration needed for establishment of the definite state of
electron after its transition onto upper level with some damped oscillations (“temporary
diffraction”), i.e. the duration of resulted state formation.

The first (semi-qualitative) consideration of time delay in processes of tunneling had been
performed, as far as I know, by Bohm [7]. Then Ter-Mikaelyan [8] and Landau and Pomer-
anchuk [9] had considered the duration of photon formation in the theory of bremsstrahlung:
it is the time duration needed for a virtual coat formation around particle, its dressing (the
reviews [10–12]).

The more constructive and physically more transparent magnitude of time delay under
an elastic scattering was introduced by Wigner [13] through the partial phase shifts, τl(ω) =
dδl/dω, generalized by Smith [14–18] via S-matrix as

τ1(ω) = Re(∂/i∂ω) lnS = (∂/∂ω) argS. (1.1)

Then Goldberger and Watson had deduced on the base of (1.1) a “coarse-grain” Schrödinger
equation by which the generality of this definition had been shown [19]. But at their ap-
proach the magnitude (1.1) had been introduced artificially, by the serial decomposition of
Fourier transformed response function S(t) of linear relation,

O(t) = S(t) ⊗ I (t) =
∫

dt ′S(t ′ − t)I (t ′), (1.2)

or its logarithm near the selected frequency without discussion of its imaginary part, higher
terms and dependence on space variables.

Another approach, which seems at first glance distinctive from the Wigner–Smith one,
was suggested by Baz’ [20] for consideration of nonrelativistic tunneling processes: to
a scattering particle is attributed magnetic moment and its rotation at the scattering process
is analyzed (the method of “Larmor clocks”).

After these initial investigations a number of various definitions of duration of scattering
processes and interaction was offered, different determinations of duration of interactions
are introduced, e.g. the reviews collected in [21].

Our purpose in the series of papers [22–38] was to reveal that functions describing du-
ration of scattering processes and formation of new states are present in already existing
theories: if these concepts reflect essential features of a reality they should be found in the
theories, which adequately describe several experiments.

And really, it has been revealed that the temporal functions can be found out in relativistic
dispersion relations [22–25]; they are naturally manifesting out at summation of indefinite
perturbative series of multiphoton processes as the opportunity of capture of the follow-
ing photon is determined by the duration of virtual keeping of previously captured energy
by scatterer, and therefore they determine thresholds of new processes [26–29]. Tempo-
ral functions are directly connected with propagators of particles and it explains why the
calculations without their direct introduction are possible [30]. Thereby these functions do
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not need to be entered artificially, ad hoc; a more careful investigation of existing theories
instead it is possible.

On the other hand, however, it was necessary to show that the direct use of temporal
functions at analyses, at least, of some processes has practical and not only a gnosiological
sense. On their basis the theory of optical dispersion has been constructed [31, 32], some
features of phase transitions are established [33–37], the opportunity of the “nonlocality in
the small”, i.e. instantaneous tunneling jumps of excitations within the scope of near field,
is shown [38].

The last possibilities are connected with the definite duration of state formation (“dress-
ing”) expressed as

τ2 = Im(∂ lnS/i∂ω) = (∂/∂ω) ln |S|. (1.3)

As far as I know, the similar expression for τ2 was introduced, for the first time, by Pollak
and Miller [39, 40] and was interpreted as the duration of tunneling process. (Note that the
duration of particle formatting can be calculated by dynamical considerations, it presents
the special direction in the high energy physics, cf. the review [41].)

As it is proven in [38], superluminal transfer of excitations (jumps) through a linear
passive substance can be affected by nothing but by the instantaneous tunneling of virtual
particles. The tunneling distance c|τ2| is expressed via the deficiency in the energy relative
to the nearest stable (resonance) state �(�ω) as the relation of uncertainty type:

τ2�ω = π, (1.4)

the nonlocality of the electromagnetic field must be described by the 4-potential Aμ, whereas
the fields E and B remain unconnected to the near field. (The overview of this theorem is
given below; it can explain, in particular, the paradox of tunneling calculations [1, 2].)

Nevertheless the existence of two independent expressions (1.1) and (1.3) even log-
ically seems unsatisfactory: delay at scattering and duration of formation should be in
some way or other interrelated. Formally they can be combined as τ1(ω, r) + iτ2(ω, r) =
(∂/i∂ω) lnS(ω, r), which appears as an equivalent of the equation

∂S(ω, r)/i∂ω = τ(ω, r)S(ω, r), (1.5)

as though it is an analog of the Schrödinger equation for S-matrix, rewritten via the trans-
formation of t ↔ ω type and with a “temporal” operator τ(ω, r) instead Hamiltonian.

Such is indeed the case: this problem and further investigation of temporal functions on
this basis is the purpose of the paper.

The direct derivation of (1.5), which would establish the foothold in the duration prob-
lems, is performed by some equivalent of the Legendre transformation of Schrödinger equa-
tion (Sect. 2). The main properties of unified temporal functions τ(ω, r) and their interre-
lations with the uncertainty magnitudes are considered in Sect. 3. As these functions are
causal, the dispersion relations and corresponding sum rules for them can be established
that demonstrates some principal properties of temporal functions (Sect. 4). The received
results are discussed in Sect. 5 on an example of the simplest oscillator model of medium
that descriptively reveals the physical sense of both temporal functions.

If temporal parameters can be considered as the results of interference of waves coming
from different points, it seems that the suiting functions for their comparative investigation
should be the Wigner functions (Sect. 6). Their consideration shows that the expressions
of temporal functions are close to propagators (Green functions), and it will be proven in
Sect. 7 in the frame of formal theory of scattering.
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In Sect. 8 temporal functions and their covariant forms will be considering by the meth-
ods of quantum field theory and the equations of (1.5)-type will be generalized till com-
pletely covariant analogues of Tomonaga–Schwinger equations. It allows to show that the
offered theory can be considered as the justification of the adiabatic hypothesis of quantum
field theory and its generalization, the revealing of physical sense of such formal, as seems,
mathematical procedure.

Section 9 is devoted to some problems of QED. Their considerations are continued in
Sect. 10 by interpretation of renormalization procedures, the Pauli–Villars and the subtrac-
tion methods, and, more generally, the renormalization group equations via temporal func-
tions.

In the Conclusions the main results are summed up and some perspectives of further
investigations are mentioned.

2 Legendre Transformation

The basic equation of quantum dynamics, i∂S/∂t = HS, can be formally “deduced” from
the Hamilton–Jacobi equation for classical action function,

(∂/∂t)Scl(qi; ∂Scl/∂qi; t) = Hcl(qi; ∂Scl/∂qi; t), (2.1)

by the Schrödinger-type heuristic substitution:

Scl → i� ln{S(t, r)/�} (2.2)

and replacement of classical variables x, p by corresponding operators (c = � = 1 below).
Notice that this substitution mathematically means the transition from the class L1 of inte-
grable functions to the class of L2 functions, to the Hilbert space.

The transition to new variables in the classical action function is achieving by the Legen-
dre transformation:

Scl(q
′;p′; t ′) = Scl(q;p; t) −

∑
(q ′q + p′p + t ′t). (2.3)

The canonical transformation from the time variable t to the energy variable, t → t ′ =
H → E, in the equation (2.1) results in

Scl(t; . . .) − Ht = Scl,L(E; . . .), (2.4)

and the canonical equation (2.1) is transformed into the temporal Hamilton–Jacobi equation:

(∂/∂E)Scl,L(E; . . .) = −Tcl(E; . . .), (2.5)

in which the role of Hamiltonian plays a (classical) function of duration of considered
process. It leads to classical temporal Hamilton equations and so on.

The analog of Schrödinger-type substitution (2.2),

Scl,L(E; . . .) → i lnS(E, r), (2.6)

leads to the quantum equation (more familiar for such notations symbol ω instead E is
used):

∂S(ω, r)/i∂ω = τ(ω, r)S(ω, r), (2.5′)
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from which the determination of temporal function in accordance with the Legendre trans-
formation follows:

τ(ω, r) = ∂ lnS(ω, r)/i∂ω. (2.7)

These expressions conform to (1.5), but their “deduction” allows discussion of equation
features and some its generalizations.

The Legendre transformation can be performed at nonzero values of the Hessian, i.e. the
determinant of second derivatives:

J (t → ω) = (lnS)tt (lnS)rr − ((lnS)tr)
2 �= 0. (2.8)

Its rewritten form,

J (t → ω) = (∂H/∂t)
−→∇ p − (

−→∇ H)2 �= 0, (2.8′)

evidently determines processes for which an introduction of the temporal functions τ(ω, r)
has physical sense. Note that as the Legendre transformation L̂ is performed by the involu-
tion operator, L̂2 = 1, this transformation does not change magnitudes of observables and
commutation relations.

Notice that the variation of function τ(ω, r) immediately leads to the Fermat principle.
Further Legendre transformation r → r′ = k of the function S(E, r) leads to the rela-

tion:

ρ(ω, k) = i∂ lnS(ω,k)/∂k, (2.9)

which must describe an space interaction region in dependence on energy-momentum. Op-
erators (τ, ρ) = (∂/i∂ω, i∂/∂k) form the 4-vector corresponding to the equation:

(τ 2 − ρ2 − s2)S(ω,k) ≡ −(∂2
ω − ∂2

k + s2)S(ω,k) = 0 (2.10)

with a 4-interval s. It can be considered as the reciprocal one to the Klein–Gordon equation,
its general integral representation with the restrain s2 ≥ 0 leads to the relativistic generaliza-
tions of Kramers–Kronig dispersion relations [22–25].

The direct integration of (2.7) leads to the representation

S(ω, r) = S0(ω0, r) exp

[
−i

∫ ω

ωo

τ (ω, r)dω

]
, (2.11)

corresponding integration of (2.9) will be expressed via density of 4-volume of interaction.
It seems beneficial and interesting, for some brightening of physical sense of used sub-

stitutions, to recall, on one example, the possible role of temporal functions in classics and
their correspondence with quantum functions (more precisely it may be a correspondence
between theories described by functions of the L1 and L2 classes of integration).

So, the duration of rotation in the classical mechanics can be determined as

T = 2m

∫ b

a

dx/p(x), p(x) = [2m(E − V (x))]1/2, (2.12)

p is the linear momentum of rotating particle, E and V are the complete and potential
energies. By introducing the phase integral or the action function A = 2

∫ b

a
p(x)dx the du-

ration of process can be determined as T = 4∂A/∂E. The duration, for example, of a packet
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spreading over a system of equidistant levels was determined in the “old” quantum mechan-
ics [42] as

�T ∼ 1/(∂�E/∂A) ≈ 2∂2A/∂E2. (2.13)

In accordance with the Schrödinger heuristical principle the transition from classical
mechanics into quantum one must be carried out by replacement of action function onto its
logarithm: A → i� ln(S/�), and just this substitution leads to the definition (2.2).

3 Some Features of Temporal Functions

The general solution (2.11) of (2.7) can be presented as

S(ω, r) = S1(ω0, r) exp

[
i

∫ ω

τ1(ω, r)dω −
∫ ω

τ2(ω, r)dω

]
, (3.1)

where lower limits of integrals do not depend on ω; the functions τ1 and τ2 represent, corre-
spondingly, (1.1) and (1.3). The unitarity of S(ω,k) allows to conclude, with the consider-
ation of Cauchy- Schwartz inequality for (3.1)

|S(ω,k)|2 ≡ 1 =
∣∣∣∣
∫

S(ω, r)eikrdr

∣∣∣∣
2

≤
∫

|S0(ω0, r)|2dr +
∫

exp

[
−2

∫
τ2(ω, r)dω

]
dr,

(3.2)
that τ2(ω, r) cannot retain the constant sign over all frequencies interval. Its alternating may
show an incompleteness of response function in the given space point. It can be assumed
that the details of processes leading to the terminating of reaction, that are usually named as
the particles (states) dressing, must be described just by the function τ2.

At a simplified estimation (3.2) can be presented as

|S(ω)| 
 |S(ω0)| exp[−(ω − ω0)τ2], (3.2′)

then the opportunity of Fourier-transformation of S(ω, r), i.e. the existence of the response
function S(t, r), dictates for the considered theory the inequality (ω − ω0)τ2 ≤ 0 near max-
imal value of τ2. It shows that at ω < ω0 the duration of formation τ2 may be negative, i.e.
in the certain frequencies range the advanced emission or even superluminal phenomena are
not excluded . Just such situation has place at a superluminal transfer of excitation and, as it
had been shown in [38], corresponds to a lot of experimental data [43–46].

Addition of the following term to the S(ω, r) decomposition of (3.2′) type,

σ(ω, r) ≡ (∂/i∂ω)2 lnS(ω, r) = −iτ ′(ω, r), (3.3)

at the inverse Fourier transformation with τ2 > 0 leads to the “normal” response function:

S(+)(t, r) = S(ω0)(8πσ)−1/2 exp[−iω0t − (t − τ)2/2σ ]{1 − erf((t − τ)/
√

2σ)}. (3.4)

Thus (3.3) shows the broadening of signals on their path.
With τ2 < 0 such transformation results in the “anomalous” response function S(−)(t, r),

which will be distinguished by the sign of errors function.
Thus, the complete response function is represented as the sum

S(t) = θ(τ2)S
(+)(t) + θ(−τ2)S

(−)(t), (3.5)
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which can be examined as an analogue of decomposition of the causal propagator �c(x) =
θ(t)�(−) +θ(−t)�(+), where �(±) propagators correspond to positive and negative frequen-
cies parts.

Let’s consider some peculiarities of temporal functions connected with the uncertainty
principle by the general method offered by Mandelstam and Tamm [47, 48].

Their consideration begin with the comparison of two quantum expressions for Hermitian
operators A and H, the Hamiltonian, with the standard deviations �A and �H :

�H · �A = 1

2
|〈HA − AH〉|; (3.6)

�(∂/i∂t)〈A〉 = 〈HA − AH〉, (3.7)

which lead together to the equation

�H · �A = 1

2
�|∂t 〈A〉|. (3.8)

For its analysis they introduce the projector P of some definite state ψ0:

P (t) = (ψ0,ψ)ψ0, P 2 = P, 〈P 〉 ≤ 1, (3.9)

its standard deviation is defined as

�P(t) = (〈P 2〉 − 〈P 〉2)1/2 ≡ (〈P 〉 − 〈P 〉2)1/2. (3.10)

The substitution of (3.10) in (3.8) is offering the main relation:

�H · (〈P 〉 − 〈P 〉2)1/2 = 1

2
�|∂t 〈P〉|. (3.11)

This differential equation with the initial value P (0) = 1 leads to the solution:

P (t) = cos2(�Ht/�). (3.12)

Therefore for decay processes with the halftime τ1/2, when P (τ1/2) = 1/2, it gives the
Mandelstam–Tamm form of the energy-duration uncertainty relation:

�H · τ1/2 = π�/4. (3.13)

But for the process of excitation transfer, when at the completion of transferring there
appears a new stable state and therefore P (τ2) = 1, it gives

�H · τ2 = nπ�, n = 1,2, . . . , (3.14)

where both magnitudes �H and τ2 must be simultaneously positive or negative. It com-
pletely conforms with all observations of superluminal transfer of excitations in the anom-
alous dispersion regions, at FTIR and so on and completely corresponds to (1.4) at n = 1.

In order to describe the effects of nonlocality, all phenomena with τ2 < 0 can or even
must be considered as the observation of virtual processes that are mathematically very near
to a description of instantons. Moreover, since the described instant jumps are represented
by virtual exchanges, such states can be considered as the quasiparticles with their own
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peculiarities and sizes, within which signals of definite frequency intervals are instantly
transferable. Hence such formations can be conceived as the instanton-type quasiparticles.

The value of (3.14) exceeds the common Heisenberg limit. The possibility of exceed-
ing can be, in general, substantiated by the most general formal deduction of uncertainty
relations given by Schrödinger [49]. His deduction brings to such expression for standard
deviations:

(�A)2(�B)2 ≥ 1

4
|〈AB − BA〉|2 + 1

4
[〈AB + BA〉 − 2〈A〉〈B〉]2, (3.15)

which differs from the more usual form by the last term and can strengthen the condition
of (3.14) type. The Heisenberg limit of this expression, with |〈AB − BA〉| → � and omitting
of the second term, shows a minimal value of uncertainties, which can be achieved for pure
states, in the weakly correlated conditions. But this limit can be exceeded for some physical
magnitudes (compare [50], such possibilities are mentioned in recent investigations also,
e.g. [51, 52] and references therein).

Notice also the deduction of uncertainty principle with the operator ∂/i∂ω by
Wigner [53–55]. In this article was specially underlined that such uncertainties can be sepa-
rately considered over different axes, this peculiarity can be a starting point at investigation
of phenomena of FTIR.

4 Dispersion Relations and Sum Rules

Response functions in (ω, r)-representations are governed by the temporal equation and
simultaneously they satisfy the Kramers–Kronig dispersion relations as it requires the prin-
ciple of causality:

Sc(ω) = 1

πi

∫ ∞

−∞
dη

Sc(η)

ω − η
(4.1)

(we write them in the simplest form with S(ω = 0) = 0, here and below singular integrals
are taken via the Cauchy principal values). This duality allows obtaining some principal
conclusions.

By differentiation of (4.1) or by its substitution into (1.5) these dispersion relations can
be represented in two forms:

τ(ω)Sc(ω) = − 1

π

∫ ∞

−∞
dη

Sc(η)

(ω − η)2
, (4.2)

τ(ω)Sc(ω) = 1

πi

∫ ∞

−∞
dητ(η)

Sc(η)

ω − η
. (4.2′)

Equating of their right sides leads to the sum rule:

∫ ∞

−∞
dωSc(ω)

1

ω

[
τ(ω) − i

ω

]
= 0. (4.3)

This expression can be satisfied, in particular, with the equalities

τ1(ω) = 0, τ2(ω) = 1/ω, (4.4)
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which show that even at the absence of delay for formation of the out state (wave or particle,
etc.) the certain time duration, twice bigger the common uncertainties value, is needed.

Notice that at the Fourier transformation of the temporal equation (1.5) such expression
follows:

tS(t) =
∫ ∞

0
dt ′S(t ′)τ (t − t ′), t ≥ 0, (4.5)

and if lim tS(t) = 0 at t → 0, the sum rule of (4.3) type
∫

dtS(t)τ (−t) = 0 (4.5′)

can be deduced. Further derivatives of the equation (1.5) lead to more complicate sum rules,
by checking of which the singularities of S(t) at t → 0 can be determined.

The temporal functions τ(t) must be causal, i.e. τ(t) must be zero at t < 0 and therefore
it obeys the equation of constraints [22–25]:

τ(t) − τ(0) = θ(t)[τ(t) − τ(0)], (4.6)

θ(t) is the Heaviside step function and its uncertainty at t = 0 requires corresponding sub-
tractions that can contain, in principle, higher derivatives of τ(0) also. But in absence of
tunneling and instant transitions [38] these subtractions can be omitted and for temporal
functions the new dispersion relations can be written:

τ(ω) = 1

πi

∫ ∞

−∞
dη

τ(η)

ω − η
, (4.6′)

which evidently interconnect τ1(ω) and τ2(ω). They are compatible, in particular, with the
conditions (4.4) and with representations of these functions via propagators in Sect. 6.

The analyticity of causal S(ω) allows its representing as the Bläschke product:

S(ω) = const · ω−p
∏
n

ω − ωn + iγn/2

ω − ωn − iγn/2
. (4.7)

With taking into account the relations (4.6′) the sum rule (4.3) can be rewritten via an
interaction operator T (ω) = S(ω) − 1 as:

∫ ∞

−∞
dωT (ω)

1

ω

[
τ(ω) − i

ω

]
= 0. (4.3′)

Since ωpS(ω) is the meromorph function, the substituting of T (ω) into this equality and
closing the integration contour in the upper half-plane produces the representation:

τ(ω) =
∑

n

[ω − ωn + iγn/2]−1 ± ip/ω, p > 0. (4.8)

Temporal functions have physical sense for positive frequencies, for negative frequen-
cies they are determined by the analytical continuation: τ(−ω) = τ ∗(ω), which follows the
analyticity of S(ω).

It allows the determination of Fourier transforms:

τ(t) = 1

2πi

∫ ∞

−∞
dωeiωt ∂

∂ω
lnS(ω) = res

∑
n

exp(iωnt), (4.9)
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the last equality follows the meromorphity of (4.7) at integer p. It leads to representations:

τ1(t) = −
∑

n

cos(ωnt) exp(−γn|t |); τ2(t) = −isgn(t)τ1(t), (4.10)

i.e. temporal functions are represented by a set of damped oscillators with self-frequencies
modulated by the widths of transmission bands, index n numerates self-values.

The oscillator character (“time diffraction”) of the expressions (4.10) and modulation of
oscillations by self-band widths must be underlined (cf. [4–6]). Note that at the standard ap-
proach the duration of processes is usually taken as 1/γ , without account of their oscillating
character.

The analyticity of S(ω + iς) in the upper half-plane allows to write such integral over
the closed contour: ∮

τ(ω)dω =
∮

τ1(ω)dω = 2π(N − P ), (4.11)

where N and P are zeros and poles of temporal function into the contour. Poles of τ1(ω)

signify impossibility of signal transferring on these frequencies through the system (fre-
quencies locking) or particles capture at scattering processes. Zeros show that correspond-
ing signals are passed through system without delays, etc. Really (4.11) represents a variant
of the Levinson theorem of quantum scattering theory, e.g. [19].

The maximum-modulus principle for S(ω) shows that as τ2(ω) is determined via its
derivative, it can not be equal to zero at any frequency: the formation of outgoing signal
(wave, particle, state) always requires some temporal duration.

It represents the main physical result of this section.

5 Illustrative Example: Harmonic Oscillator

Let’s illustrate some of obtained results by consideration of the simplest model, the oscillator
with damping of (4.8)-type:

x ′′ − γ x ′ + ω2
0x = f (t). (5.1)

The complete causal solution of (5.1) can be written via the Green functions:

x(t) =
∫ t

−∞
dt ′G(t − t ′)f (t ′); G(t) = G0(t) + G1(t), (5.2)

and (5.2) can be considered as a model description of (3.1). The response part of the com-
plete Green function is the solution of non-homogeneous equation, the Fourier image of
which is

G1(ω) = −1/2π [(ω + iγ /2)2 − ω2
1] (5.3)

with ω2
1 = ω2

0 − γ 2/4.
The corresponding causal temporal functions are:

τ1(ω) = γ /2[(ω − ω1)
2 + γ 2/4] + {ω1 → −ω1}, (5.4)

τ2(ω) = (ω − ω1)/2[(ω − ω1)
2 + γ 2/4] + {ω1 → −ω1}. (5.5)

The last expression shows the possibility of advanced or superluminal propagation at ω <

ω1 − γ 2/8ω1 (cf. [38] and superluminal transfer in macroscopic oscillator systems [56]).
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Apart from some exotic cases γ � ω0 and at |ω − ω0| > γ and then with γ → 0 it can
be taken that

τ1(ω) 
 γ /2[(ω − ω0)
2 + γ 2/4] → πδ(ω − ω0), (5.4′)

τ2(ω) 
 (ω − ω0)/2[(ω − ω0)
2 + γ 2/4] → 1/(ω − ω0), (5.5′)

this shows the proximity of last expression to the uncertainty values.
It seems that the most evident and close to the intuitive physical representation of tem-

poral functions may give their description in the Lorentz model of dispersive and absorbing
media (e.g. [57]), where all media are represented as the set of oscillators with damping.
Each oscillator is described by the Green function (5.3) with corresponding factor depend-
ing on density of scatterers and so on.

The real parts of dielectric susceptibility and conductance are expressed in this model,
respectively, as

ε1(ω) − 1 ≈ ω2
p(ω − ω0)/2[(ω − ω0)

2 + γ 2/4]; (5.6)

σelectr(ω) ≈ ω2
p/8πγ [(ω − ω0)

2 + γ 2/4], (5.7)

ωp is the plasma frequency.
The comparison of (5.6-7) and (5.4-5), excluding the immediate vicinity of resonance,

shows the possibilities of approximations:

ε1(ω) − 1 ≈ (ω2
p/2ω)τ2(ω), (5.6′)

σelectr(ω) ≈ (ω2
p/4πγ 2)τ1(ω). (5.7′)

These relations give the evident interpretation of both temporal functions. So, the polar-
ization of media is reasonably determined by duration of wave formation. And, it is also
intuitively evident, the electrical conductivity, as (every) transfer process, is determined via
the durations of EM waves delay, which can be induced by virtual momentum transferring
to charged particles, i.e. by their movements in the direction of EM flux.

The more general connection of temporal functions with characteristics of media can be
established in such fashion. The principle of entropy grows requires execution of the strong
inequality for almost transparent passive dispersive media: ∂(ωε)/∂ω ≥ 0 [58]. With the
substitution S → ε(ω)− ε(∞) = ε1 + iε2, i.e. by the equation ∂ε/∂ω = iτε, the real part of
this general inequality can be rewritten as

τ2 ≤ 1/ω − τ1ε2/ε1. (5.8)

At sufficiently low frequencies ε2 = (4π/ω)σelectr, and this inequality is reducing to the
simplest form:

τ1 + τ2 ≤ 1/ω, (5.9)

which evidently shows that τ2 can be negative in some frequencies region. In particular it
must be negative in the region of anomalous dispersion, where must be expected a discor-
dance between maxima of ε1 and ε2 [38], but for their description more realistic models are
needed.
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6 Temporal Wigner Functions

The Wigner functions describe the overlapping of space domains of states [59] as

w(k; r; t) =
(

1

2π

)3 ∫
dqeiqkψ(r − q/2; t)ψ∗(r + q/2; t), (6.1)

and are covariantly generalized as

w(k;x) =
(

1

2π

)4 ∫
dve−ivkψ(x − v/2)ψ∗(x + v/2), (6.2)

with 4-vectors k, x, v that describe the time-space overlapping (interference) of the quantum
self-states [60]. Their quantum field interpretation via the creation and destruction operators
descriptively shows that the interference of oppositely shifted wave functions in (6.2) must
sum the maps of their possible variation onto 4-intervals.

Let us consider the one-particle temporal Wigner functions as the special case of (6.2),

w(+)(ω, t; r) = 1

2π

∫ ∞

0
dτeiωτψ(t − τ/2; r)ψ∗(t + τ/2; r); (6.3)

w(−)(ω, t; r) = w(+)(−ω, t; r). (6.3′)

These functions evidently describe the temporary overlap of wave functions at one space
point and therefore just these functions should characterize the time delay at collision
process and the duration of states formation (space arguments will be hereafter omitted).
Notice the proximity of such description to the Frank conjecture in the theory of Ĉerenkov
radiation [3].

By time shifts of wave functions with the Hamiltonian H,

ψ(t − τ/2) = ψ(t) exp(iHτ/2);
(6.4)

ψ∗(t + τ/2) = exp(iHτ/2)ψ∗(t),

the temporal Wigner function (6.3) is rewritten as

w(+)(ω, t) = ψ(t)δ+(ω − H)ψ∗(t) → ψ(t)W(+)(ω, t)ψ∗(t). (6.5)

These functions are the self-functions of the operator equation

∂

i∂ω
w(+)(ω, t) = i(ω − E)−1w(+)(ω, t) (6.6)

of (1.5) type, E is the (complex) energy of system, Hψ = Eψ . This equation can be consid-
ered as the reciprocal one to the Liouville equation in Schrödinger representation. It shows
that the durations of scattering processes and of states formation should be described as the
self-values of corresponding Green operators.

It must be noted that in distinction from the space Wigner functions the temporal func-
tions are non-symmetric relative to their variables and therefore their self-values can be
complex ones. It just corresponds to possibilities of retarded and advanced interactions.
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Slightly another derivation of such equation can be examined on transition to the Heisen-
berg representation,

ψ(t − τ/2) = exp(iωτ̂ )ψ(t/2) exp(−iωτ̂ ),
(6.4′)

ψ+(t + τ/2) = exp(iωτ̂ )ψ+(t/2) exp(−iωτ̂ ),

with a temporal operator τ̂ . Equation (6.6) can be rewritten as

−i∂ωw(+)(ω, t) = exp(iωτ̂ )[τ̂ ,Q] exp(−iωτ̂ ), (6.6′)

with function

Q(ω) = 1

2π

∫ ∞

0
dteiωτψ(−τ/2)ψ+(τ/2).

This representation naturally leads to the Hamilton equations for temporal operators.
The function (6.3), just as all Wigner functions, can be rewritten via the conjugate vari-

able, via the energy,

−i∂ωw(+)(ω, t; r) = 1

2π

∫ ∞

0
dηeiηtψ(ω − η/2; r)ψ+(ω + η/2; r). (6.7)

Therefore the state formation and so on can be considered as a gradual process of energy
alteration till their definite values for physical (“dressed”) particles. This property can be
evidently generalized on interactions of arbitrary number of particles. In a similar way may
be considered the gradual evolution of (establishment in) other particles characteristics in
scattering processes.

It can be noted, in particular, that if it is possible to introduce the operator of complete
momentum K, the Wigner functions in the close analogy with all above can be symbolically
written as

w(k; r) = ψ(r)δ(k − K)ψ+(r); (6.8)

i.e. via the vector Green functions. (This possibility will not be considered here further.)

7 Formal Theory of Scattering

Inasmuch temporal functions can be represented via propagators, let’s consider on this base
the process of elastic scattering:

A + B → A + B. (7.1)

The kinetics of interaction must be described by the operator S = 1 − iT, where T is
the operator of interaction, expressed via propagators G(E) = (E − H)−1 and g(E) =
(E − H0)

−1, the complete Hamiltonian H = H0 + V, self-values of the Hamiltonians are
complex, Hψ = (E + iΓ )ψ and H0ψ0 = (E0 + iΓ0)ψ0, where Γ0 and Γ are the natural and
complete widths of the upper level (we shall restrict our consideration to two-level system).

As it was shown in [30] the duration of scattering and duration of new state formation are
naturally expressed via propagators with account and without account of this interaction:

�τ̂ ≡ τ̂ − τ̂0 = i[G(E) − g(E)], (7.2)
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where τ̂ and τ̂0 denote temporal characteristics of particle’s complete way with and without
interaction.

The differentiation of operator of interaction, T = V/(1 − gV), with taking into account
the determination G = g + gVG and the definition (7.2), leads to an equation

∂T/i∂E = �τ̂T. (7.3)

Under the transition to energy surface, E = E(p), the matrix element of (7.2),

〈p|�τ̂ |p〉 = ± i
∑

{[E − En − iΓn/2]−1 − [E − E(0)
n − iΓ (0)

n /2]−1}, (7.4)

clearly shows its properties. So, iG(E) can be interpreted as the time duration needed for
particles flight with their elastic scattering and ig(E) corresponds to the free transfer only.

Transfer in (7.2) into the coordinate representation,

G(r) − g(r) = − 1

(2π)3

∫
dp〈p|�τ̂ |p〉eipr, (7.5)

demonstrates the similarity of our definition with the Smith derivation of time delay at scat-
tering processes [7].

Notice that such expression for the temporal operator also follows (7.2):

�τ̂ = igVG. (7.6)

This allows, in particular, the expansion of temporal functions into the series of free
Green functions and interaction vertices:

�τ̂ = igVg + igVgVg + · · · , (7.7)

natural for quantum theories and useful for interpretations of these processes via Feynman
graphs, etc. These forms show that the measurement of time characteristics of process is
equivalent to addition of graphs of process by specific vertices (we shall return to this inter-
pretation below).

The third form of temporal operator, which follows (7.2), can be expressed as

�τ̂ = igTg. (7.6)

Its matrix element,

i〈p|T|p〉/[(E − E0(p))2 + Γ 2
0 (p)/4], (7.7)

with the substitution of the known expression of scattering amplitude on the angle zero,
f (p,p) = 4π2m〈p|T(p)|p〉, and the transforming to energy surface E = E(p) leads to the
expression:

〈p|�τ̂ |p〉 = 1

2π2imΓ 2
f (p,p). (7.8)

The real part of (7.8) can be expressed, with taking into account the optical theorem of
scattering theory, via the total cross-section of scattering:

τ1(p) = p

(2π)3mΓ 2
σtot(p). (7.9)
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Notice that this result clarifies the great delay with the beginning of examination of tem-
poral characteristics of scattering processes: the most part of this information is contained
in the Green functions and cross-sections.

If we determine the (maximal) volume of interaction as V = σmaxuτmax, where u is the
velocity of particle, τmax = 2/Γ and σmax is the resonance cross-section, the mean value of
duration of interaction can be determined as the balance relation,

τ̄1(p)/σtot(p) = τmax/σmax. (7.10)

For the practically most important optical region Γ ∼ 108 s−1, σmax = 4π/k2, σtot =
(4π/k)r0, r0 = e2/mc2. Therefore for k = 6.3 × (104–103) cm−1 the relation (7.10) leads
for nonresonant frequencies to

τ̄1(p) ∼ (k/Γ )r0 = 1.6 × (10−16–10−15) s, (7.11)

this evidently does not contradict the usual representations of light propagation speed.
This magnitude allows an estimation of the mean value of index of refraction in non-

resonant region. As it had been shown in [31, 32] the optical dispersion in a transparent,
at least, region can be considered as the kinetic process of photons transfer through media.
Such transfer must be described by the free path lengths � = 1/Nσtot with the vacuum ve-
locity c, N is the density of outer (optical) electrons, and by the subsequent delays at each
scatterer for the mean time (7.11). Thus the complete time, needed for photons transfer on a
distance L, is equal to

T = (L/c) + (L/�)τ1. (7.12)

This estimation leads to the group velocity u = L/T and, for nonresonant cases, to the group
refractive index

ngr ≡ c

u
= cT

L
= 1 + cNσtotτ1 ∼ 1 + N

4πc

Γ
r2

0 ∼ 1 + 3 × 10−22N, (7.13)

which qualitatively corresponds to observations (N is of order of the Löschmidt number).
It must be underlined that the representation of temporal functions via propagators sup-

ports the results of Sect. 6: their analytical properties and the existence of dispersion rela-
tions of Kramers–Kronig type.

8 Duration of Interaction and Adiabatic Hypothesis

Let’s try to reveal that the magnitudes of duration of interaction are implicitly contained
in the standard theory in the form of adiabatic hypothesis. This hypothesis asserts that for
the correct quantum calculations of transition amplitude such artificial substitution for the
Hamiltonian is needed:

V (t) → V (t) exp(−λ|t |) (8.1)

with switches to the limit λ → 0 after all calculations (e.g. [19]).
Stueckelberg proposed more general approach to these problems via the causality condi-

tion [60]. Bogoliubov generalized his method by introduction of operations of “the switching
interaction on and off” performed by some function q(x) ∈ [0,1], which characterizes the
intensity of interaction: in the space-time regions with q(x) = 0 interaction is completely
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absent and with q(x) = 1 is completely turn on [61]. But the introduction of this switching
function has not a clear physical substantiation and can be justified a posteriori only.

Hence S-matrix becomes a functional of function q(x) and the final state of system is
expressed in the interaction representation as

Φ[q] = S[q]Φ0, (8.2)

Φ0 is the initial state; the switching function is introduced into the (classical) action function,
e.g.

Scl =
∫

dxq(x)£(x), (8.3)

where £(x) is the Lagrange density of interaction. In the quantum field theory, correspond-
ingly, the operator of evolution will be represented as the functional:

S[q] = T ′ exp

{
i

∫
dxq(x)£(x, q)

}
, (8.4)

T ′ is the chronologization operator and it is assumed that the relative value of Lagrangian
depends on “intensity of interaction”. This expression is the functional analog of the
Schrödinger substitution used in Sect. 2.

The variation of (8.2) over q(x) leads to the variational equation

iδΦ[q]/δq(x) = H(x;q)Φ[q] (8.5)

with the Hamiltonian of interaction

H(x;q) = i(δS[q]/δq(x))S∗[q], (8.6)

which is the variational analog, at q = 1, of the Schrödinger equation for S-operator in the
interaction representation. This form leads to the covariant Tomonaga–Schwinger equation.

The switching function q(x) describes the 4-volume of interaction, and if we shall as-
sume that the extent of this region depends on details of interaction, we can rewrite (8.4)
as

S[£] = T ′ exp

{
−i

∫
dxq(x,£)£(x)

}
= T ′ exp

{
−i

∫
dkq(−k,£)£(k)

}
, (8.7)

in the last equality the existence of corresponding Fourier transforms is proposed. The tran-
sition from (8.4) to (8.7) can be considered as the Legendre-type transformation q ↔ £
of the classical action function (8.3), i.e. instead a switching of intensity of interaction, a
variable part of the 4-volume of interaction (in particular, of the duration of interaction) is
considered. This assumption is near to the procedure executed in Sect. 2 and can be partly
substantiated below by argumentations of renormalization group method in Sect. 10.

The variation of (8.7) over £(k) leads to the equation

δS[£]/iδ£(k) = q(−k,£)S[£], (8.8)

or

q(−k,£) = (δS[£]/iδ£(k))S−1[£], (8.8′)
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i.e. to the evident variation-type analog of the temporal operator. Notice that in the complete
accordance with the Bogoliubov method the singularity of £ on a hypersurface σ(ω) can be
considered, which would lead to the equation

δS/iδ£(k, σ ) = q(−k,σ )S(σ ), (8.9)

reciprocal to the Tomonaga–Schwinger equation.
These equations can be naturally brought to the equation of (1.5) type, reciprocal to the

Schrödinger equation for S-matrix, with the formal temporal function

τ(ω) =
∫

dkq(−k,£)(δ£(k)/δω). (8.10)

The switching function q(x) can be presented, in accordance with the adiabatic hypoth-
esis (8.1), as

q(x) = exp(−γ |t |/2) or q(−k) = δ(k)/2πi(k0 ± iγ /2) (8.11)

which can be rewritten in the covariant form with any unit time-like vector nμ and replace-
ment t → nμxμ. The substitution of (8.11) into (8.10) with assuming of δ-type properties of
δ£(k)/δω and frequency’s shift ω0 → ω − ω0 leads to the usual form of temporal function
for the simplest two-level system,

τ ≡ τ1 + iτ2 = 1/π(γ /2 ± i(ω − ω0)). (8.12)

Thus it can be concluded that the adiabatic hypothesis presents a non-obvious introduc-
tion of the time duration concept in theory.

9 Quantum Electrodynamics

Let’s begin the consideration of temporal functions of QED with examination of the photon
causal propagator of lowest order in vacuum (Feynman calibration, η → 0+):

Dc(ω,k) = 4π/(ω2 − k2 + iη). (9.1)

In accordance with all above it conducts to such expressions for time delay and duration
of formation:

τ1 = −2πωδ(ω2 − k2), (9.2)

τ2 = 2ω/(ω2 − k2) ∼ 1/(ω − |k|). (9.3)

The function τ1 simply shows that the photon can be absorbed or emitted only com-
pletely. The function τ2 qualitatively corresponds to the uncertainty principle, but is twice
bigger, i.e. is measurable; it shows the possibility of retarded, at ω > |k|, or advanced, at
ω < |k|, emission of photon.

It should be noted that the consideration of complete propagators through replacements
k2 → k2 + P (k) in (9.1) with the polarization operator P (k) of QED or even the transition
to propagators of massive (scalar, for simplicity) particles does not change these general
results.
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The estimations of temporal values for elementary processes in the lowest orders can
be achieved by such simple procedure: in accordance with (3.3) it can be suggested the
expression for τ2 via cross-section of scattering:

τ2 ∼ −1

2
(∂/∂ω) lnσ. (9.4)

So, for the Rutherford scattering σ ∼ E−2and it gives τ2 ∼ 1/E; for the nonrelativistic
limit of Compton scattering σ ∼ (1 − 2ω/m) and therefore τ2 = 1/m(1 − 2ω/m), etc. The
values of τ1 can be estimated now via dispersion relations (4.6) and so on.

The complete covariant generalization of temporal operator can be achieved by the
Legendre transformation of equations for 4-momentum of interaction:

i∂S/∂xμ = kμS ←→ ∂S/i∂kμ = xμS, (9.5)

where xμ = (t, r) represents the 4-vector of “duration-space extent of interaction” in (2.10).
The temporal operator is now generalized as the covariant operator ∂/i∂pμ, canonically

conjugated to the energy-momentum operator i∂/∂xμ. The determination of corresponding
functions can be established by the Ward–Takahashi identity:

∂G/i∂pμ = G(p)Γμ(p,p;0)G(p), (9.6)

G(p) is the particle Green function, Γμ(p,q;p − q) is the vertex part. Thus the expression
for self-values of 4-operator follows:

ξμ(p) ≡ ∂ lnG/i∂pμ = 1

2
{G(p)Γμ(p,p;0) + Γμ(p,p;0)G(p)}. (9.6′)

Notice that similar operators were introduced for localized states of spin zero massive
particles [62], but they are a matter of discussions for photons [63].

The representation of vertex operator Γμ(p,p;0) = γμ − (∂/∂pμ)Σ with the mass oper-
ator Σ shows that (9.6) is connected with a gradual formation of physical particles.

The difference between both parts of ξμ can be visually demonstrated by considera-
tion of the simplest case, the complete causal propagator Dc = D + D1 in the scope of
scalar electrodynamics. In accordance with (9.6′) both parts of temporal function in the
p-representation are equal to

ξμ1(p) ≡ Re ξμ(p) = pμD1(p;m) = pμ(D(+) − D(−)), (9.7)

ξμ2(p) ≡ Im ξμ(p) = pμD(p;m) = pμ(Dret − Dadv). (9.7′)

In the x-representation these relations are even more descriptive:

ξμ1(x) = (∂/∂xμ)(D(+)(x) − D(−)(x)); (9.8)

ξμ2(x) = (∂/∂xμ)(Dret(x) − Dadv(x)), (9.8′)

i.e. the duration of interaction describes a gradual decreasing of negative-frequency part and
increasing of positive-frequency part, the extended duration of state formation is determined
by difference of retarded and advanced parts alteration.

These results evidently show also the difference between uncertainty magnitudes and
durations or space extents of interactions. So, the expression (9.7′) and D(p) = −P 1

k2 show
that τ2 and ρ2 are approximately twice bigger corresponding uncertainty values.
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Notice that on the base of these representations several particular models can be con-
structed. Let’s consider as example the space extent of particle formation averaged over
frequencies non exceeding the rest mass:

〈�(r,m)〉 = 1

m

∫ m

0
dμ�(r,μ) = sin(mr)/4πmr2,

its gradient describes, via (9.8′), the space extent of interaction and it approaches, in accor-
dance with the uncertainty principle, to δ(r) with increasing particle mass.

The temporal functions for electron must be determined via the electron Green functions
and in the nearest order they are represented through (9.6′) as

〈τ(p)〉 = 1

2
Tr{γ0S(·)(p)} = p0�(.)(p), (9.9)

which at the substitutions for ω → (p2
0 − p2)1/2 and the Fourier transformation over mo-

ments variables coincides with (9.2), (9.3).
The physical sense of these functions can be established in such a way. The expres-

sion (9.8) shows that the temporal measurement is equivalent to adding zero-frequency
scalar photon line into appropriate electron lines of the Feynman graphs. Therefore the du-
rations can be interpreted via probed additional Coulomb fields of zero intensity (compare
with the Baz’ method of zero-intensity probe magnetic field and the “Larmor clock” in
it [20, 21]).

This examination demonstrates, in particular, that the superluminal phenomena may be
observable, in principle, in all scattering processes, not only in the QED.

In the spinor QED this 4-vector must be determined, correspondingly, as

ξμ = Tr

(
M+ ∂

i∂kμ

M

) /
Tr(M+M). (9.10)

It seems interesting to check by this expression the results, obtained in [9–12] for
bremsstrahlung. By insertion of the known matrix element (e.g. [64]) into (9.10) it can be
easy shown that Re ξμ = 0 in the lowest order. It corresponds to the absence of any delay
at bremsstrahlung, but the components of Im ξμ, connected to the formation processes, are
nonzero. So, if ε, k and ε ′, k′ are initial and final electron energies and momenta, ω is the
photon energy, ϑ is the angle of electron departure, the duration and corresponding path
extent of electron dressing are determined as

τ2 = 1

ω
, ρ2 = k′

εω
+ 1

2

k′ − k

εε ′ + m2
(9.11)

at ε, ε′ ≥ m and

τ2 ≈ |ρ2| ∼ 2ε(ε ′ + ω)

m2ω
, ρ⊥ ∼ 2εϑ

m2
, (9.12)

when ε, ε′ � m.
These results correspond to the previous calculations, but are obtained by a shorter and

more general way. Notice that the region of photons formation can be considered as the near
field of classical electrodynamics.

Let’s briefly consider, as an example, some more general problems. So, if we investigate
the scattering of scalar particles via one-particle exchange, the values of ξμ of the lowest
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order are determined as logarithmic derivatives of intermediate particle propagator. In the
standard description with taking into account the Ward–Takahashi identity it leads to the
expression:

ξμ(k) = (∂/i∂kμ) lnD′
c = [2kμ/i(t − m2)2]Γ (t, t,0)D′

c, (9.13)

where D′
c is the complete Green function.

The factor 2kμ/(t −m2) is formally close to the uncertainty principle and corresponds to
the duration of outgoing particles formation τ2 = |ρ2| ∼ 1/2E. Time delay is connected with
the imaginary part of propagator and arises at t ≥ 4m2, with possibilities of new particles
birth.

As well as under photons formation the length of their formation (the near field region)
appears, it can be proposed that in processes involving particles with additional internal
parameters, another regions of their formation with their own peculiarities could be also
manifested. Such possibilities will be briefly considering below.

10 To Interpretation of Some Renormalization Procedures

Let’s begin with the Pauli–Villars method of regularization.
This method consists in the substitutions:

�(p,m) → �(p,m) − �(p,M) ∼ (m2 − M2)

(p2 − m2 + iη)(p2 − M2 + iη)
(10.1)

with further passage to the limit M → ∞.
What is its physical sense? Such substitution implies a decreasing of duration of new

state formation with p2 < M2:

ξμ2 ∼ 2pμ{(p2 − m2)−1 + (p2 − M2)−1}, (10.2)

i.e. it is representing as a procedure of alteration of the interaction 4-volume, which was
discussed in connection with the adiabatic hypothesis.

In the x-representation such substitution, ξμ(x) → (∂/∂xμ){�c(x,m)+�c(x,M)}, leads
to an increasing of the role of more energetic and more deep-seated virtual excitations at the
beginning of calculations. Hence it actually means a partial account of higher terms of S-
matrix in the process of particle formation.

Let’s pass on to the subtraction procedures of renormalization.
The regularized mass function of the electron propagator is determined as

Σ reg(p) = Σ(p) − Σ(p)|γp=m − (γp − m)(∂pΣ(p))|γp=m. (10.3)

Then the equalities

Σ reg(p)|γp=m = 0, ∂pΣ reg(p)|γp=m = 0, (10.4)

postulated at its renormalization, can be interpreted as two conditions: the mass of particle
has definite magnitude and the process of its accumulation to the moment of regularization,
at the infinity, is finished.

The regularized self-energetic part of the photon propagator (k∂k ≡ kν∂/∂kν )

Π reg
μν (k) = Πμν(k) −

{
1 − k∂k − 1

2
(k∂k)

2

}
Πμν(k)|k=0. (10.5)
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Apart from the evident and gauge equalities,

Π reg
μν (0) = 0; k−2Π reg

μν (k)|k=0 = 0, (10.6)

the conditions, that are usually simply postulated:

k∂kΠ
reg
μν (k)|k=0 = 0, (k∂k)

2Π reg
μν (k)|k=0 = 0, (10.7)

must be physically interpreted as the conditions of the completeness of physical photon
formation and impossibility of its self-acceleration.

Thus it is stated that the subtraction regularization corresponds to mathematical formula-
tion of the common physical conditions primordially imposed on the system, and therefore
these procedures are far from an artificial, ad hoc method.

It must be especially underlined that the method of renormalization group [62, 65, 66]
can be reduced directly to the temporal functions. Really, as the corresponding Lie equa-
tions contain logarithmic derivatives of propagators over energy-momentum, they are still
proportional to temporal magnitudes.

As the denominators of propagators leads only to the trivial terms, connected with the
uncertainty principles or twice bigger them, let’s consider for checking such proposition
the nondimensional Green functions Ğ(q) with all 4-momenta, except one, fixed. Then in
accordance with the renorm-group equation of Callan and Symanzik [67–69] can be written
that

|ξμ| ∼ q2 ∂

∂q2
ln Ğ(q) = (γm − 1)

∂

∂m2
ln Ğ + β

∂

∂e
ln Ğ − γG(m2, e), (10.8)

where γm, β and γG are the structure functions of the renorm-group.
In the lowest order of ϕ4 theory γm = 0, β = 3

2e2 and γG = − 3
2e. Therefore in (10.9)

for the 4-tail graphs are retained only the terms connected with a charge formation and the
accumulation of observed mass:

e
∂

∂e
ln Ğ = e(1 − Ğ−1);

(10.9)

− ∂

∂m2
ln Ğ = − e2

m2Ğ

∑ 1

yk

Arthyk,

where yk = (z2
k − zk)

1/2, (z1, z2, z3) = (s, u, t)/m2.
It shows that in the ϕ4 theory (and correspondingly in the QED) the charge increasing

must extend the duration of formation, but in such gauge theories, where β < 0, this process
should decrease ξμ.

Note that in the UV limit γm = 1 in (10.9) and

ln Ğ(q2, e) → ln Ğ(1, e) − 2γG lnq. (10.10)

Hence in the asymptotically free theories, where e → −e, the expression (10.9) can be
reduced to such relation:

ξμ2(k) = 2qμ

q2

(
1 − 6

|e|
ν

)
, (10.11)

i.e. at |e| = 1/6ν the duration of formation in this approximation is equal to zero.
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This result can be of general interest in connection with number of lepton families and so
on, but it requires more detailed further investigations. Note, in particular, that the absence
of terms, which describe the delays in the expression (10.9), can be connected with the
exclusively usage of one-loop approximation at calculation of matrix elements.

11 Conclusions

The main results of performed researches can be formulated in such points.

1. The Wigner–Smith function of time delay in scattering process and the function of dura-
tion of state formation are combined into the temporal (analytic) function. This function
can be represented via differential equation in p-space for S-matrix or other response
function, which is reciprocal to the Schrödinger equation. At given temporal function
this equation can be used for calculation or modeling of S-matrix elements and so on.

2. The magnitudes of duration of scattering process (time of delay and duration of state
formation) are implicitly contained in the usual field theory. They actually correspond
to the propagators of interacting fields and thereby many problems of kinetics could be
considered without explicit introducing of temporal magnitudes. Just it can explain a
more recent beginning of researches of temporal parameters in the quantum theory.

3. The adiabatic hypothesis of quantum theory represents an implicit expression of exis-
tence of the certain duration of formation (dressing) of physical particles. Therefore it
does not represent a formal, pure mathematical procedure, but shows that at the investi-
gation of arising of physical state the proper consideration of its formation duration can
be essential.

4. Both methods of duration measurement, by Wigner and Smith and by “Larmor clock”,
can be described as an addition of zero-energy scalar line to the Feynman graph of
process.

5. The dispersion relations for temporal functions are established. They prove, in particular,
that the duration of state formation is, at least, twice bigger the uncertainty values and
therefore is measurable. Such magnitudes can be directly measured in the multiphoton
processes, etc.

6. The consideration of the Lorentz (oscillator) model of simple dispersive medium leads to
an intuitively evident interpretation of temporal functions. In this model the function of
time delay is proportional to polarization of medium and the function of state formation
is proportional to electric conductivity.

7. The transition from the Schrödinger equation into the reciprocal temporal equation cor-
responds to the Legendre transformation of classical action function. The covariant form
of temporal equation is deduced by a temporal variant of the Stueckelberg–Bogoliubov
variational method.

8. The methods of subtraction regularization in field theory can be logically justified and
explained as the primordial imposing of such physical requirements on propagators of
particles as asymptotic finishing of their formation and impossibility of particles self-
acceleration.

9. The concept of interactions duration imparts the evident physical sense to the equations of
renormalization group and demonstrates that the formation of each particles parameters
required the certain (may be, specific) duration.

Hence it gives a possibility to think that the coordination of durations of these partial
processes would reveal some peculiarities of those or other particles. Such program requires,
however, further researches.
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We do not discuss here a lot of delay determinations known in the current literature. It
can be suggested that the revealed analytical properties of the composed temporal functions
demonstrate their general significance. It does not exclude, of course, the possible usefulness
of some other determinations in special cases.

Acknowledgements I am deeply indebted to discussions with A.D. Sakharov on the early stages of the in-
vestigations. A lot of advantage the author has received from discussions of these subjects per different years
with M.Ya. Amusia, R. Englman, V.Ya. Fainberg, G. Mainfray, G. Nimtz, E. Pollak, I.I. Royzen, G.M. Ru-
binstein.

References

1. McColl, L.A.: Phys. Rev. 40, 261 (1932)
2. Kane, E.O.: In: Burstein, E. (ed.) Tunneling Phenomena in Solids. Plenum, New York (1969)
3. Frank, I.M.: Izv. Akad. Nauk SSSR Ser. Fiz. 6, 10 (1942)
4. Moshinsky, M.: Phys. Rev. 81, 347 (1951)
5. Moshinsky, M.: Phys. Rev. 84, 525 (1951)
6. Man’ko, V., Moshinsky, M., Sharma, A.: Phys. Rev. A 59, 1809 (1999)
7. Bohm, D.: Quantum Theory. Prentice-Hall, New York (1952), Chap. 11
8. Ter-Mikaelyan, M.L.: Zh. Eksp. Teor. Fiz. 25, 289 (1953)
9. Landau, L.D., Pomeranchuk, I.Y.: Dokl. Akad. Nauk SSSR 92, 535, 735 (1953)

10. Ter-Mikaelyan, M.L.: High Energy Electromagnetic Phenomena in Medium. Wiley, New York (1972)
11. Feinberg, E.L.: Usp. Fiz. Nauk 132, 255 (1980) [Sov. Phys. Usp. 20, 629 (1980)]
12. Bolotovskii, B.M.: Proc. Lebedev Phys. Inst. 140, 95 (1982), and references therein
13. Wigner, E.P.: Phys. Rev. 98, 145 (1955), Wigner cited in this connection the unpublished theses of

L. Eisenbud
14. Smith, F.T.: Phys. Rev. 118, 349 (1960)
15. Smith, F.T.: Phys. Rev. 119, 2098 (1960)
16. Smith, F.T.: Phys. Rev. 130, 394 (1963)
17. Smith, F.T.: J. Chem. Phys. 36, 248 (1963)
18. Smith, F.T.: J. Chem. Phys. 38, 1304 (1963)
19. Goldberger, M.L., Watson, K.M.: Collision Theory. Wiley, New York (1964)
20. Baz’, A.I.: Sov. J. Nucl. Phys. 4, 229 (1967)
21. Muga, J.G., et al. (eds.): Time in Quantum Mechanics. Springer, Berlin (2002)
22. Perel’man, M.E.: Zh. Eksp. Teor. Fiz. 50, 613 (1966) [Sov. Phys. JETP 23, 487(1966)]
23. Perel’man, M.E.: Dokl. Akad. Nauk SSSR 187, 781 (1969) [Sov. Phys. Dokl. 14, 772 (1969)]
24. Perel’man, M.E.: Bull. Acad. Sc. Georgian SSR 81, 325 (1976)
25. Perel’man, M.E., Englman, R.: Mod. Phys. Lett. 14, 907 (2000)
26. Perel’man, M.E.: Phys. Lett. A 32, 64 (1970)
27. Perel’man, M.E.: Sov. Phys. JETP 31, 1155 (1970) [Zh. Eksp. Teor. Fiz. 58, 2139 (1970)]
28. Perel’man, M.E.: In: Mainfray, G., Agostini, P. (eds.) Multiphoton Processes, pp. 155–165. CEA, Paris

(1991)
29. Perel’man, M.E., Arutyunian, V.G.: Sov. Phys. JETP 35, 260 (1972) [Zh. Eksp. Teor. Fiz. 62, 490 (1972)]
30. Perel’man, M.E.: Sov. Phys. Dokl. 19, 26 (1974) [Dokl. Akad. Nauk SSSR 214, 539 (1974)]
31. Perel’man, M.E., Rubinstein, G.M.: Sov. Phys. Dokl. 17, 352 (1972) [Dokl. Akad. Nauk SSSR 203, 798

(1972)]
32. Perel’man, M.E.: Kinetical Quantum Theory of Optical Dispersion. Mezniereba, Tbilisi (1989)

(in Russian)
33. Perel’man, M.E.: Phys. Lett. A 32, 411 (1971)
34. Perel’man, M.E.: Sov. Phys. Dokl. 203, 1030 (1972)
35. Perel’man, M.E.: Astrophysics 17, 213 (1981)
36. Perel’man, M.E.: Int. J. Theor. Phys. 46, 1277 (2007)
37. Perel’man, M.E.: Bull. Israel Phys. Soc. 48, 10 (2002)
38. Perel’man, M.E.: Ann. Phys. (Leipzig) 14, 733 (2005), quant-phys/0510123
39. Pollak, E., Miller, W.H.: Phys. Rev. Lett. 53, 115 (1984)
40. Pollak, E.: J. Chem. Phys. 83, 1111 (1986)
41. Baier, V.N., Katkov, V.M.: Phys. Rep. 409, 261 (2005)



Int J Theor Phys (2008) 47: 468–491 491

42. Pauli, W.: Quantentheorie. In: Geiger, H., Scheele, K. (Hrsg.) Handbuch d. Physik Bd., p. 23. Springer,
Berlin (1923)

43. Chiao, R.Y., Steinberg, A.M.: Phys. Scr. T 76, 61 (1998)
44. Recami, E.: Found. Phys. 31, 1119 (2001)
45. Milonni, P.W.: J. Phys. B. 35, R31 (2002)
46. Nimtz, G.: Prog. Quantum Electron. 27, 417 (2003)
47. Mandelstam, L., Tamm, Ig.: J. Phys. (USSR) 9, 249 (1945)
48. Schrödinger, E.: Sitzugsber. Preuss. Akad. Wiss. 19, 296 (1930), English translation: quant-ph/9903100
49. Moyal, J.E.: Proc. Cambr. Philos. Soc. 45, 99 (1949)
50. Dodonov, V.V.: In: Dodonov, V.V., Man’ko, V.I. (eds.) Theory of Nonclassical States of Light, p. 153.

Taylor & Francis, London (2003)
51. Ponomarenko, S.A., Wolf, E.: Phys. Rev. A 63, 062106 (2001)
52. Wigner, E.P.: In: Salam, A., Wigner, E.P. (eds.) Aspects of Quantum Theory, p. 237. Cambridge Univer-

sity Press, Cambridge (1972)
53. Mitchell, M.W., Chiao, R.Y.: Am. J. Phys. 66, 14 (1998)
54. Nakanishi, T., Sugiyama, K., Kitano, M.: Am. J. Phys. 70, 1117 (2002)
55. Chiao, R.Y. et al.: In: Bigelow, N. (Org.). Coherence and Quantum Optics, vol. VIII (2002)
56. Ginzburg, V.L.: The Propagation of Electromagnetic Waves in Plasmas. Pergamon, Elmsford (1970)
57. Landau, L.D., Lifshitz, E.M.: Electrodynamics of Continuous Media. Pergamon, Elmsford (1984)
58. Hillery, M., O’Connell, R.F., Scully, M.O., Wigner, E.P.: Phys. Rep. 106, 121 (1984), and references

therein
59. de Groot, S.R., van Leeuwen, W.A., van Weert, Ch.G.: Relativistic Kinetic Theory (Principles and Ap-

plications). North-Holland, Amsterdam (1980), and references therein
60. Stueckelberg, E.C.G.: Phys. Rev. 81, 130 (1951)
61. Bogoliubov, N.N., Shirkov, D.V.: Introduction to the Theory of Quantized Fields. 3rd edn. Wiley, New

York (1980)
62. Newton, T.D., Wigner, E.P.: Rev. Mod. Phys. 21, 400 (1949)
63. Hawton, M.: Phys. Rev. A 59, 954 (1999), and references therein
64. Berestetski, V., Lifshitz, E., Pitayevski, L.: Relativistic Quantum Theory. Pergamon, Oxford (1971)
65. Stueckelberg, E.C.G., Peterman, A.: Helv. Phys. Acta 24, 153 (1953)
66. Gell-Mann, M., Low, F.: Phys. Rev. 95, 1300 (1954)
67. Callan, C.G.: Phys. Rev. D 2, 1541 (1970)
68. Symanzik, K.: Commun. Math. Phys. 18, 227 (1970)
69. Itykson, C., Zuber, J.-B.: Quantum Field Theory. McGraw–Hill, New York (1980)


	Reciprocal Schrödinger Equation: Durations of Delay and Formation of States in Scattering Processes
	Abstract
	Introduction
	Legendre Transformation
	Some Features of Temporal Functions
	Dispersion Relations and Sum Rules
	Illustrative Example: Harmonic Oscillator
	Temporal Wigner Functions
	Formal Theory of Scattering
	Duration of Interaction and Adiabatic Hypothesis
	Quantum Electrodynamics
	To Interpretation of Some Renormalization Procedures
	Conclusions
	Acknowledgements
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


